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.. . : : . TeraGrid Science Gateways such as nanoHUB are able to seamlessly run simulations over the network on the MATLAB on the TeraGrid
The increasing pervasiveness of distributed and parallel computing in a wide variety of fields has resulted in the need for computational power The client is composed of a set of MATLAB functions callable by the user that integrate with the PCT through the generic scheduler experimental resource d g
that scales seamlessly from the desktop to national resources without the steep learning curve required of traditional parallel programming interface and a Java component which handles the actual communication with MyProxy servers, GridFTP servers, and the Microsoft HPC '
techmqueﬁ. Procclluctly l.t yn theb HPC comgm;m?y S Ofteclll measu;ed by the Ic)lerf‘(il"mance ﬁams .Seelll from tge parallehzﬁtlonuo f code. Insteaﬁl » WE ifg:eei}fa?loirBl?;lgnl:milea::g:;efoflzﬁehglgngi piifg:mv\?;lgﬁ S:igvjsgais ;ghia\é;%bjt% iti’vgoh:;?v?giksS;i%gﬁfgﬁ?i;;%ﬁ?; sr l;gi: NanoNET is a tool to simulate the Nanobundle Network Thin Film Transistors (NB-TFTs). Random networks of carbon nanotubes with
p ro%) OEe t athp'ro duclt(lwty can be Meastred by Tmprove 1eased0 a ;Cle.ssl alll( ut111t(311. Wef aveumllp ement§ a;ﬁstzm ¢ ?ﬁ a ow;a rgsezilrc Zr to MvProx an(ig Gri dF"lPP g erations. This base func‘gonalit. was then Wranpe dI‘Zo rovide for runtime-confi Erable transport mecharisms to thousands of tubes and random orientation can be simulated using this tool. The final answer can be compactly formulated in the formula in the
seale ot tle%r eé .t((i)p to a remote .systiilnAt;irj:%arent y an dWIt dltt © Knowie g@l.o p,?ga ]j C(zlmp uting. ; I\Z ATOLHEB 'team .ZS cploye anf all}c])w annec tion reuse Ef; well aé advanced features lik}é manacing a E(Ijnnec tig 1 pool. asvnchronous trins fors acroslg the pool. reliable images below. Here ID is current and LC and LS is channel length and tube length of the transistor and m is the current exponent. For a normal
expdenm'enta ronmer TGSOII(ITCG' l'unn'l(;lgl licati aSfan Eﬂ 'er'n‘alll Com'putmg”}lﬁl li\};ATIfA]rBOT)' us'ellgge (31 C i éﬂ vor SPeCtrumh(‘) connections, pre-transfer compression, and dynamic selection ofg Eftended Mode ffatur’es l}i]ke arallelism for connection cr))ol rilembers 51 MOSFET, m = 1 and the current is simply inversely proportional to channel length. But for these nanotube networks, m > I is also possible.
academic env%ronments Maxes lt. an 1ceal app 1cat10p or this n 1ta e>'<per1me'nt. © istri .ute omputing Server running on this 1S, P . P L 4 . . P . P ' Indeed, m = 1 for very high density networks but the value of m increases with decreasing tube density of the network. This abnormal behavior
resource provides parallel and distributed computational services to interactive desktop users and Science Gateways. We have developed a Web service operations are secured via 2-way SSL and also allow WS-Security mechanisms for client authentication.

can be simply understood as follows: When the density of tubes is very high, most of the tubes take part in conduction and the current simply

client library that provides a safe and efficient means to ship computation from a user’s workstation to our servers, where the computation can doubles on halving the channel length. But for a lower density network, there are some islands of pools of nanotubes that are not taking part in

be run in a distributed or parallel style. D/ . the conduction which start to connect as channel length is reduced. So not only the average path length reduces, but the number of paths also
— . goes up with decreasing channel length which causes this super-linear increase in the current with channel length or m > 1. The smaller the
PrO]eCt Homepage: http:/ /www.cac.cornell.edu/matlab High Level parfor Lower Level freareion Suomit density, the more pronounced is this effect and higher is the m. The following image depicts the default input screen. There are several
Operations Operations parameters that the user must specify. The diagram defines the relationship between the various geometric input parameters. Additional inputs
N matlabpool P getAllOutputArgument ) . _
P define the number of random samples to simulate and the computational resource requirement.
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Research Applications

Cornell University in
System Status partnership with Purdue
University received a National
Science Foundation award to
deploy The MathWorks
MATLAB or the TeraGrid as
an expernmszntal comouting
resource. This initiatve will
provide seamless parallel MATLAB computational services running on DataDirect Networks 9700 Storage Appliance

Windows HPC Server 2008 to remote desktop and Science Gateway Users

Platform Developed by CAC

T, The next image depicts the results for a typical simulation.
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computing user community.

“"MATLAB on the TeraGrid will help enable a broader class of Build Your Own b dadiepilio T i
researchers who are well-versed in MATLAB to reduce the time to Ranon sees: 10 N e e

solution in a scalable manner without having to become parallel
programming experts. It will serve as a complementary experimental
component to NSF's large-scale eXtreme Digital vision and TeraGrid
Science Gateways, and be a valuable tool to researchers focused on

This resource allows access to a parallel MATLAB resource in a secure manner nationally (and internationally) allowing a user to
seamlessly scale from running a multi-core problem on their machine to running on multiple multi-core nodes. No special permissions
are required for the client (i.e., there is no submission host), which is enabled by our SOA approach to this problem and by leveraging

T R T e T T T T existing tools. The client works on 32 and 64 bit versions of all MATLAB-supported platforms (Mac, Linux, Windows, and Solaris) Mgltiple output images are available with the Drain Current vs. Channel Length being highlighted here. The following graph was obtained
other science and engineering disciplines.” without needing to maintain separate releases and the server-side configuration is composed of commodity parts that can be easily using the Rappture download feature. " -
robert Buhrman. Senior Vice Provost for Research. Cornell University duplicated. To this end, not only will the Cornell CAC support TeraGrid customers with this resource, CAC will be releasing \ -1
' documentation to aid other groups in setting up similar resources. Please visit the project homepage for more details: . |
See the news announcement. http://www.cac.cornell.edu/matlab SO
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Education & Training

The MathWorks produces software for technical computing and Model-Based Design for engineers, scientists, mathematicians, and
researchers. Their two core products are MATLAB, used for performing mathematical calculations, analyzing and visualizing data, and

Due to the pervasiveness of MATLAB in a very broad spectrum of academic environments, including small colleges and minority serving writing new software programs; and, Simulink, used for modeling and simulating complex dynamic systems such as a vehicle's The following sequence of images .shows the effect of tube a.ligr.lment on current for the transistor. An alignrpent parameter of 0 indicates a
institutions, this experimental TeraGrid resource will be accessible to many new user groups beyond the traditional high-performance automatic transmission system. MATLAB is used by over 1,000,000 active users and 5,000 college/universities worldwide. completely aligned network, an alignment parameter of 90 indicates a completely random network. The simulation results show that the
computing community. Parallel MATLAB offers support for both MPI parallelism and distributed computing parallelism. This will allow maximum current does not occur at the randomness extremes.
students that are new to parallel programming to focus on the opportunities for parallelism in their computational research without requiring .
them to start with extensive training in C, C++ or Fortran. The MATLAB on the TeraGrid project team will educate current and next- Focus on Science e AR Burrent— B Ciatrart WRER
generation scientists on how to use the MATLAB on the TeraGrid cluster as an extension of their desktop and how to integrate it with | : - N 1\\%\ o] | =
Science Gateways. Classroom workshops will be held and Virtual Workshops will be available online. The interface, parallel computing MATLAB allows researchers to perform computationally intensive work without having to be experts in computer science. The EE % — i — jj\<\\ AN, —g
learning modules, and MATLAB’s user-friendly utilities will greatly soften the learning curve for parallel computing. MATLAB Parallel Computing Toolbox allows researchers to focus on more computationally intensive problems without having to s B ;_q??—:‘-&’ o 5 - s PN "«‘f K 5 s
become parallel computing experts. The MATLAB Distributed Computing Server allows applications developed with the Parallel ﬁ ot \f{"%ﬁ
. . Computing Toolbox to seamlessly scale to hundreds of cores on high performance clusters right from the researchers desktop. %’?:‘E‘; Ve AP S
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Microsoft Windows HPC Server 2008 Cluster
* Supports MATLAB Clients on Windows, Mac & Linux Centers for Disease Control and Prevention (CDC) HCV Modeling
64 Dell PowerEdge™ M600 blade servers
* 2 quad-core Intel® Xeon®/blade server
* 512 total cores
* 16GB RAM/blade server
* 1TB total RAM

MATLAB® was used to study networks of coordinated amino acid variation in Hepatitis C virus (HCV), a major cause of liver disease
worldwide. Mapping of coordinated variations in the viral polyprotein has revealed a small collection of amino acid sites that significantly
impacts Hepatitis viral evolution. Knowledge of these sites and their interactions may help devise novel molecular strategies for disrupting . . .
Hepatitis viral functions and may also be used to find new therapeutic targets for HCV. Statistical verification of HCV coordinated mutation Earth and AtmOSpherlC SCIence MOdellﬂg
networks requires generation of thousands of random amino acid alignments, a computationally intensive process that greatly benefits from
parallelization. This resource enabled a great reduction in HCV simulation times. The figure below is an HCV network (Campo et al, 2008).
A genomic network of HCV coordinated substitutions is shown, where a vertex is an aa site and a link between two nodes is a significant
correlation between two sites. The position of each vertex depends on its k-shell value and on the k-shell value of its neighbours. A color
code allows for the identification of k-shell values, while the vertex’s size is proportional to its degree. The k-shell decomposition and
visualization was performed with LaNet-vi (Alvarez-hamelin et al, 2006).

This figure shows a snapshot from a numerical experiment studying diapirism in the mantle wedge of a subduction zone. The experiments are
studying the physical and chemical processes that lead to arc volcanism above descending plates in tectonic settings like in the Cascades
Volcanics (e.g. Mt. St. Helens, Lassen Peak) or Japan (Fuji, etc.). This experiment explores how metamorphic reactions in the descending slab
release water that in turn leads to diapirism and partial melting in the overlying mantle wedge. This example was calculated on a 1e7 dof grid
on a 32-processor cluster. Speed is color-contoured along an isosurface of a density contour, where the density reduction is due to the presence
of extra water phases expelled from the slab. The use of parallel MATLAB made it possible to code a complete parallel-3D Stokes solver
(incorporating multigrid-preconditioned and domain-decomposition-preconditioned conjugate gradient solvers), and a Semi-Lagrange transport
solver including the effects of melting reactions in 1.5 years of man-work. (Joerg Hasenclever, from ongoing Ph.D. work at Cornell with Jason
Phipps Morgan, 2009.)

8TB DataDirect Networks Storage
* RAID 6 file system with on-the-fly read/write error correction
* Accessible by all blade servers
* Accessible by GridFTP
* TeraGrid 10Gb connectivity

The MathWorks
* MATLAB Distributed Computing Server 4.1
* MATLAB Release 2009a
* MATLAB Parallel Computing Toolbox 4.1
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System Architecture

The integration was accomplished by providing a Java-based integration with the MATLAB Parallel Computing Toolbox. The system hosted
at the Cornell Center for Advanced Computing (CAC) is composed of a Dell blade cluster running Microsoft Windows HPC Server 2008
and an 8TB DataDirect Networks storage device which is mounted by a GridFTP server. Authentication is performed using x509 certificates
retrieved from a MyProxy Server. A software package developed by CAC must be added to the client MATLAB classpath and provides
access to the GridFTP server and to web services which perform job submission and maintenance tasks to the Microsoft Windows HPC
Server 2008. With this integration a user can rapidly switch from running a multi-core process on their local workstation to multi-core and
multi-node on our server.

Client running
MATLAB PCT 1. Retrieve certificate

2. Upload files to DDN via GridFTP
‘ 3. Submit Job to run MATLAB
Workers on cluster
4. Download files via GridFTP
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